
Optimal Plane Fitting
Given a set of n points xi, for i = 1; : : : ; n, consider a plane P that best �ts to these datapoints: P : hx� c;ni = 0;
where c is a point on the plane and n is a plane normal. We may assume

hn;ni = 1: (1)
An optimal plane that best �ts to the given data points xi can be found as a solution tothe following constrained optimization problem:

Minimize nX
i=1 hxi � c;ni2 ;

subject to hn;ni = 1:
Since there is no constaint on the point c, an optimal solution satis�es

nX
i=1�2 hxi � c;nin = 0; or *nc� nX

i=1 xi;n
+n = 0;

The center of gravity of xi's: c = 1n
nX
i=1 xisatis�es the above equation.Now, let's consider an optimal solution for the unit normal vector n. Using the Lagrangemultiplier applied to the constraint hn;ni = 1, we have the following relation:

nX
i=1 2 hxi � c;ni (xi � c)� �2n = 0:

Considering all vectors as column vectors, we have
nX
i=1(xi � c)Tn(xi � c) = �n;

and equivalently, nX
i=1(xi � c)(xi � c)Tn = �n:

Now let a 3� 3 matrix A to be de�ned as
A = nX

i=1(xi � c)(xi � c)T ;
then we have An = �n:
Thus n is an eigenvector of the matrix A. We select the eigenvector n with the smallesteigenvalue.
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Optimal Line Fitting
Given a set of n points xi, for i = 1; : : : ; n, consider two orthogonal planes P1 and P2, theintersection line of which best �ts to the data points:

P1 : hx� c;n1i = 0;P2 : hx� c;n2i = 0;
where c is a point on the intersection line, and ni is a plane normal to the plane Pi, (i = 1; 2).We may assume that the plane normals ni satisfy

hn1;n1i = 1; hn2;n2i = 1; hn1;n2i = 0:
An optimal line that best �ts to the given data points xi can be found as a solution tothe following constrained optimization problem:

Minimize nX
i=1
�hxi � c;n1i2 + hxi � c;n2i2�

subject to hn1;n1i = 1; hn2;n2i = 1; hn1;n2i = 0:
The optimal location of the point c is similarly given as

c = 1n
nX
i=1 xi:

Using the Lagrange multipliers, we have
nX
i=1(xi � c)(xi � c)Tn1 = An1 = �1n1 + �1n2;
nX
i=1(xi � c)(xi � c)Tn2 = An2 = �2n2 + �2n1:

By setting �1 = �2 = 0, we have
An1 = �1n1; An2 = �2n2:

Thus n1 and n2 are eigenvectors of the matrix A. We select the eigenvectors ni that corre-spond to the two smaller eigenvalues of A.
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