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Sweep-based Human Deformation

Abstract We present a sweep-based approach to hu-
man body modeling and deformation. A rigid 3D hu-
man model, given as a polygonal mesh, is approximated
with control sweep surfaces. The vertices on the mesh are
bound to nearby sweep surfaces and then follow the de-
formation of the sweep surfaces as the model bends and
twists its arms, legs, spine and neck. Anatomical fea-
tures including bone-protrusion, muscle-bulge, and skin-
folding are supported by a GPU-based collision detection
procedure. The volumes of arms, legs, and torso are kept
constant by a simple control using a volume integral for-
mula for sweep surfaces. We demonstrate the effective-
ness of this sweep-based human deformation in several
test animation clips.

Keywords Human modeling and deformation · sweep
surface · vertex binding · shape blending · anatomical
features · volume preservation

1 Introduction

Virtual human models play an important role in com-
puter animation, including real-time applications in vir-
tual reality and computer games. Advanced anatomy-
based simulation techniques produce very realistic mod-
eling and deformation of virtual humans [3,15,21]. How-
ever, they do not yet support real-time applications, for
which vertex blending is now widely accepted as the
method of choice [12–14,20]. In this paper, we propose
a sweep-based approach as an alternative that combines
the advantages of these existing techniques. Important
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Fig. 1 ‘Victoria’ in a ballet motion.

anatomical features and volumes are preserved, while
computational cost remains about the same as vertex
blending.

This paper was motivated by the recent results of
Allen et al. [1,2] in which 3D human models are re-
constructed from range scan data and then animated,
parametrized, and processed further for various applica-
tions. We have also adapted the extended linear blending
scheme of Mohr and Gleicher [14] to become a sweep-
based shape blending scheme. In [1,14], the deformation
of the human models is based on example data acquired
from many different poses; our approach requires only a
single pose. Additional poses can then be generated au-
tomatically. The user can also modify the shape of the
model in a particular pose or during motion by editing
and interpolating the underlying sweep surfaces.

Our sweep-based approach is similar to the human
limb modeling and deformation technique proposed by
Hyun et al. [9] and Karla et al. [10]. The main differ-
ence is that we represent a whole body, not just arms
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or legs, using sweep surfaces with elliptic cross-sections.
The body shape is then precisely reconstructed from
these sweep surfaces using displacement maps. One tech-
nical challenge is how to combine displacement surfaces
around the shoulder and the hip, where different sur-
faces meet. We address this by applying a smooth shape
blending scheme to the displacements from different sur-
faces.

We also support certain features of the anatomy-
based approach, such as elbow-protrusion, muscle-bulge
and skin-folding as an arm bends. These effects are re-
alized using a GPU-based collision-detection procedure
based on the work of Govindaraju et al. [7]. The volume
of a human model is preserved under deformation using
a simple volume integral formula for sweep surfaces [17].

The main contributions of this work are summarized
as follows:

– Sweep-based control of the human body for mo-
tions such as bending and twisting of the arms, legs,
torso and neck. This approach provides highly effec-
tive control handles for animating and designing hu-
man motion.

– Real-time performance of the deformation algo-
rithm. Our approach exhibits real-time capabilities
for human models of reasonable complexity, e.g., those
with less than 70K triangles, making it feasible for
improved animation of human characters in virtual
games and similar applications.

– Preserving anatomical features of the human body.
If needed, the description can be extended to cover
as many anatomical features as desired. Elbow and
knee protrusions as well as non-penetrating skin fold-
ing are realized using a GPU-based collision de-
tection procedure.

– Volume preservation of arms, legs, and torso as
they deform. This is based on a simple integral for-
mula for the swept volume of a moving ellipse.

2 Related Work

Hyun et al. [9] and Karla et al. [10] represent deformable
arms and legs using sweep surfaces. However, they de-
scribe no specific method of connecting the limbs to the
main body. In the current paper, we attack this more
challenging problem by smoothly connecting arms and
legs to shoulders and hip using a shape blending tech-
nique.

Mohr and Gleicher [14] proposed an extended linear
blending scheme which adds joints to the interior of a link
so as to make the link flexible. If we keep on adding such
joints, we end up with infinitely flexible links, which are
similar in effect to our sweep surfaces. There remains the
issue of controlling infinitely many degrees of freedom.
Our approach, based on B-spline interpolation, makes it
considerably easier to modify the shape of the controlling
sweep surfaces using a few ‘key’ ellipses.

Allen et al. [1,2] present algorithms that reconstruct,
deform and parametrize human body shapes from range
scan data. In [1], subdivision surfaces were used for the
representation of skeleton-based global shape changes.
Starck et al. [8,19] control the deformation of a polyg-
onal human model using a simplified mesh. In bending
and twisting motions, sweep surfaces are easier to control
than subdivision surfaces or polygon meshes. To demon-
strate this, we present animation test clips in which vir-
tual 3D human models walk and dance.

Singh and Kokkevis [18] propose a surface-oriented
FFD for controlling the skin deformation of characters.
They use a polygon mesh as a driver for the skin defor-
mation. Our approach is closely related to theirs. Our
improvement is in using control sweep surfaces which fit
tightly to the surface of the model and thus control skin
deformation more faithfully.

Many previous authors [3,5,15,21] have presented
anatomy-based physical simulation techniques that pro-
duce very realistic modeling and deformation of humans
and animals. We do not propose full-scale anatomical
simulation with our simplified representation. Neverthe-
less, we can support in real-time some important features
such as muscle-bulge, elbow-protrusion, skin-folding, and
volume preservation. The real-time performance is the
main advantage of our method over previous methods
that rely on physical simulation.

Our algorithm works for arbitrary human models based
on boundary representations such as polygonal meshes,
scan data, point clouds, subdivision surfaces, B-spline
surfaces, etc. Thus it is relatively easy to adapt our shape
control scheme to conventional techniques such as those
of Allen et al. [2] and Seo and Magnenat-Thalmann [16]
for manipulating human models.

3 Sweep-based Human Modeling

We approximate human arms, legs, torso and neck using
sweep surfaces, which are then used as control structures
for human body deformation. The vertices of a human
model are bound to the sweep surfaces and then follow
the transformations of the sweep surfaces. We apply a
shape blending scheme to the areas where different sweep
surfaces meet.

3.1 Sweep surface of a moving ellipse

Sweeps are a powerful paradigm for representing 3D free-
form objects based on simple procedural rules [6]. Exam-
ples include translational sweeps and rotational sweeps.
General sweeps of 2D cross-sections are known as gen-
eralized cylinders. In this paper, we consider elliptic 2D
cross-sections that approximate the cross-sectional shapes
of various human body parts. An important advantage of
using ellipses is the existence of a simple volume integral
formula for their swept volumes.
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When a standard ellipse of variable size Et(θ) =
(a(t) cos θ, b(t) sin θ, 0)T is moving under rotation R(t)
and translation C(t), it generates a sweep surface S(θ, t) =
R(t)Et(θ) + C(t). The transformed ellipse Êt(θ) is pre-
cisely described as follows:

Êt(θ) = R(t)Et(θ) + C(t)

=



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The ellipse Êt(θ) lies on a moving plane P (t) which is
determined by a point C(t) and a unit normal vector
N(t) = (r13(t), r23(t), r33(t))T , which is the third column
of R(t).

Figure 2 shows how a moving ellipse generates a sweep
surface. Note that the first two columns of R(t) form the
major and minor axis directions of the moving ellipse,
and that the normal vector N(t) is not exactly in the
same direction as the tangent vector C ′(t) of the trajec-
tory curve C(t).

When the sweep surface S(θ, t) has no self-intersections,
it bounds a volume of magnitude
∫

a(t)b(t)π 〈N(t), C ′(t)〉 dt,

where a(t)b(t)π is the area of the moving ellipse Êt (see
[17]). This integral formula greatly simplifies the volume
preservation procedure discussed in Section 4.4.

3.2 Control sweep surface generation

Control sweep surfaces are generated by interpolating a
set of ‘key’ ellipses that tightly fit the cross-sections of
human arms, legs, torso and neck. One key ellipse is as-
signed to each joint, and its center is fixed to that joint.
The size and orientation of each key ellipse is determined
by cutting the polygonal model through a plane orthog-
onal to the lower link of the joint and fitting the ellipse
to the resulting cross-section while its center is still fixed
to the joint. Additional key ellipses are assigned to in-
termediate locations on a link (see Figure 3(a)). Each
key ellipse is fitted to a cross-section of the model, cut
through a plane orthogonal to the link (see Figure 3(b)).
Intermediate key ellipses have centers at the centroids of
their cross-sections, which may not lie on the link.

The center positions of key ellipses are interpolated
by a cubic B-spline curve C(t) using a chord length
parametrization for knot spacing. Their orientations are
represented as unit quaternions, qi, i = 0, . . . , n, and lin-
early interpolated as follows:

Qi(t) = (1− t)qi + tqi+1, for ti ≤ t ≤ ti+1.

Note that the quaternion curve Qi(t) is unnormalized.
We use a normalized curve Qi(t)

‖Qi(t)‖ to form a 3D rotation
matrix R(t), each term of which is a rational quadratic

Fig. 2 Sweep surface generated by a moving ellipse.

(a)

(b)

Fig. 3 Key ellipses for the left arm.

function of t. The half-axis lengths a(ti) and b(ti) of
the key ellipses Êti are interpolated by the quadratic B-
spline functions a(t) and b(t). The sweep surface S(θ, t) is
constructed from C(t), R(t), a(t), b(t) using Equation (1).

3.3 Binding a polygonal mesh to sweep surfaces

A sweep surface is a one-parameter family of ellipses.
Each vertex V on a human polygonal model is bound to
an instance of a moving ellipse, and follows the transfor-
mation of that ellipse. A vertex V is bound to an ellipse
Êt(θ) if it is contained in the moving plane P (t):

< V − C(t), N(t) >= 0.

Solving an equation for each vertex V is time-consuming.
Thus we sample the planes P (tj) at discrete intervals;
and we bound each vertex V in-between two planes P (tj)
and P (tj+1) to an ellipse EtV

(θ), where tV = dj+1tj+djtj+1
dj+dj+1

,
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and dj and dj+1 are the distances of V from the two
planes.

3.4 Displacement maps

The vertex V is not exactly located on the ellipse ÊtV
(θ).

We measure the relative displacement of V in the lo-
cal frame of the moving ellipse, which is determined by
the rotation R(tV ) and translation C(tV ). (Otherwise,
the displacement would vary with the orientation of the
sweep surface S(θ, t), which moves around in space as
the human model swings its arms and legs.) Bringing
the vertex V back to the coordinate system of the origi-
nal ellipse Et(θ), we have

R(tV )T (V − C(tV )) = (aV cos θV , bV sin θV , cV ),

where R(tV )T is the inverse of the rotation R(tV ), and
cV ≈ 0 is the error due to the linear interpolation of the
binding parameter tV . Ignoring the small component cV ,
we represent the relative displacement dV (θV , tV ) of V

from the moving ellipse ÊtV
(θV ) as a 2D difference vector

in the coordinate system of EtV :

dV (θV , tV ) = ((aV − a(tV )) cos θV , (bV − b(tV )) sin θV , 0).

The original vertex V is approximately reconstructed as

V ≈ S(θV , tV ) + R(tV )dV (θV , tV ).

As the human model moves around in space and deforms
its shape, the elements S(θV , tV ) and R(tV ) will change
continuously. However, the binding of V to the parame-
ters (θV , tV ) and the displacement dV (θV , tV ) are fixed
all the time.

A continuous displacement map d(θ, t) may be con-
structed by approximating or interpolating a set of sam-
ple displacements dV (θV , tV ); this map defines the dis-
placements at other locations. The original human model
is then approximated by

V (θ, t) ≈ S(θ, t) + R(t)d(θ, t).

Vertex binding is carried out at the ‘dress’ pose, the
initial position of the human model, at which the sweep
surfaces have no self-intersections. Thus each vertex around
a sweep surface will be bound to a unique moving el-
lipse Êt. This binding is fixed for the rest of the de-
formation. As the arms and legs deform, the sweep sur-
faces and the polygonal model may start developing self-
intersections. The interpenetration of deformed vertices
with other body parts is prevented by a GPU-based colli-
sion detection procedure, and the skin starts developing
creases and then folds. The details of this will be dis-
cussed in Sections 4.3 and 4.4.

3.5 Blending sweep surfaces

Figure 4 shows a shoulder area, where vertices are bound
to two different sweeps (one for the left arm and the

Fig. 4 Vertices bound to two different sweep surfaces.

Fig. 5 Smooth transition of weight assignments.

other for the torso). When a vertex V is bound to the
arm sweep, we have

V a = Sa(θa
V , taV ) + Ra(taV )da

V (θa
V , taV ).

The same vertex V is similarly bound to the torso sweep:

V t = St(θt
V , ttV ) + Rt(ttV )dt

V (θt
V , ttV ).

Initially, the two vertices V a and V t are located in the
same position. As the shoulder angle changes, the two
sweep surfaces deform quite differently and the two ver-
tices V a and V t follow different paths. We compute the
final transformation of V as a convex combination of V a

and V t:

V = (1− wV )V a + wV V t,

where wV is a weighting factor assigned to V . This weight-
ing factor changes smoothly in the area where the differ-
ent sweep surfaces meet.

Figure 5 shows how the body is segmented into sepa-
rate regions (torso, arms, legs). The progression from one
gray level to another represents the smooth transition of
weight assignments. In this example, the weights in the
transition area are determined by the relative distances
from two bounding planes. Figure 6 shows the deforma-
tion of a human model in the region of the shoulder and
armpit as the model lifts its left arm. The displacement
is relatively large in the armpit. Nevertheless, the result
of blending two sweep-based representations V a and V t

of the polygonal model V produces a natural body de-
formation.
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Fig. 6 Deformation of shoulder.

4 Sweep-based Human Deformation

Human figures in different poses are automatically gener-
ated at an interactive speed as the user controls the skele-
ton of a human model using inverse kinematics or motion
capture data. The sweep surfaces deform as the joint an-
gles change. The user can further edit the sweep surfaces
to improve the visual realism of the shape deformation.
Anatomical features are also supported by a GPU-based
collision detection procedure. Volumes are preserved dur-
ing shape deformation by automatically rescaling cross-
sectional ellipses where the volume integral increases or
decreases.

4.1 Sweep surface deformation

Sweep surfaces deform to follow changes to their key el-
lipses. Each key ellipse assigned to a joint has its center
fixed to that joint, and its orientation changes with the
joint angle as a function of the relative orientation of the
two links connected to the joint. Other intermediate key
ellipses follow the rigid motion of the link on which they
are located. The trajectory curve C(t) and the orienta-
tion curve Q(t) are recomputed in each frame to reflect
the changing positions and orientations of key ellipses.
The scalar functions a(t) and b(t) are not updated at this
stage. Section 4.4 discusses how to modify these scalar
functions so as to preserve the volume of the model under
deformation. Figure 7 shows the deformation of a human
model as it bends and spreads out its legs. This type of
deformation is extremely difficult to carry out using con-
ventional mesh processing techniques, because there will
be many vertices clustered together in the crotch area of
a human model.

4.2 Editing a sweep-based deformation

At extreme joint angles, a sweep-based deformation may
not appear quite as natural as a real human body in the
same pose because the sweep-based deformation does not
consider the physical properties of skin and incorporates
no anatomical knowledge. We allow the realism of such
deformations to be enhanced by enabling the user to edit
the control sweep surfaces.

Fig. 7 Deformation as the legs bend and spread out.

The user can edit deformed human shapes by chang-
ing shape parameters for the key ellipses that generate
the control sweep surfaces. The position, orientation and
scaling of key ellipses can all be changed and the human
model will deform to follow these changes. Figure 8(b)
shows the result of changing the orientation of only one
key ellipse from Figure 8(a) to improve the deformation.
The orientation of the key ellipse is a function of the
shoulder joint angle. Thus the change of orientation at
an extreme angle modifies this function smoothly using
spline interpolation.

4.3 Anatomical features

Some anatomical features are very significant in the vi-
sual realism of body deformations: for example, elbow-
protrusion, muscle-bulge, and skin-folding as an arm bends.
We emulate these effects using a GPU-based collision-
detection procedure.

Figure 9(a) shows the result of collision detection be-
tween the elbow-bone and the skin surface (shown in
red), and also the result of detecting a self-intersection
of the skin surface (shown in light green). Figure 9(b)
shows similar results for knee bending. The polygon mesh
around the collision region must deform according to the
type of collision and its penetration depth. Our imple-
mentation of collision detection is based on the work
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(a) (b)

Fig. 8 Editing sweep deformations: (a) an automatically
generated shoulder and (b) the result of editing one of its
key ellipses.

of Govindaraju et al. [7], where GPU-based hardware
programming was used to improve performance. For the
computation of penetration depth, we use a software im-
plementation.

A different approach is used to emulate muscle-bulge,
an effect which is demonstrated in Figure 10. As the arm
bends, the binding of skin vertices to underlying mus-
cles is activated by increasing the weights influencing the
muscles. The user can further edit the extent of muscle-
bulge by changing the sweep parameters. Other anatom-
ical features can also be emulated by adding sweep sur-
faces and binding skin vertices to these sweeps.

The sweep surfaces are generated so that they have
no self-intersections when the body is in the initial ‘dress’
pose. Self-intersections start to develop in the region near
a joint as the joint angle changes. A real human arm de-
velops creases as it bends; and the skin folds as the arm
or the leg bends further. We emulate these effects using a
GPU-based collision detection procedure. Once all trian-
gles in the region of self-intersection have been detected,
we construct a bisecting plane for the self-intersection
by fitting a plane (using least squares) to their vertices.
The distance from this plane to each vertex gives the
penetration depth of the vertex. By pulling the vertices
back to the bisecting plane, we can generate skin-folding
effects as an arm or leg bends. Figure 9 shows examples
of skin-folding.

Elbow and knee protrusion effects are also realized
using GPU-based collision detection. The penetration
depth of each skin vertex in the collision region is com-
puted by shooting a ray to the triangles of the bone in
the collision region. The vertex is then pulled back to the
exterior of the protruding bone.

4.4 Volume preservation

Botsch and Kobbelt [4] addressed a similar issue in bend-
ing polygonal models. They avoided severe folding by

(a)

(b)

Fig. 9 Elbow and knee protrusions and skin-folding.

Fig. 10 Muscle-bulge.

preserving local displacement volumes. In the case of hu-
man body deformation, the local volumes change quite
dramatically as the result of complex interactions among
muscles and bones. Thus we take a rather global ap-
proach that is based on a simple volume integral formula
for sweep surfaces.



Sweep-based Human Deformation 7

In Section 3.1, we formulated the volume of a sweep
surface as∫

a(t)b(t)π 〈N(t), C ′(t)〉 dt,

where a(t)b(t)π is the area of a cross-sectional ellipse
Êt(θ) of the sweep surface. In Section 4.1, the vector
functions N(t) and C ′(t) were modified as a result of the
sweep surface deformation. Now we need to update the
scalar functions a(t) and b(t) so as to preserve the vol-
ume of the deformed sweep surface. Let α1, · · · , αn and
β1, · · · , βn denote the parameters that control changes of
a(t) and b(t), which become a(α1, · · · , αn; t) and b(β1, · · · ,
βn; t). The volume integral is then represented as

I(α1, · · · , αn, β1, · · · , βn)

=
∫

a(α1, · · · , αn; t)b(β1, · · · , βn; t)π 〈N(t), C ′(t)〉 dt.

Because the current volume I may be different from the
initial volume I0, the parameters (α1, · · · , αn, β1, · · · , βn)
are adjusted as follows:

(∆α1, · · · ,∆αn,∆β1, · · · ,∆βn)

=
I0 − I

∑∣∣∣ ∂I
∂αi

∣∣∣
2

+
∑∣∣∣ ∂I

∂βi

∣∣∣
2

(
∂I

∂α1
, · · · , ∂I

∂αn
,

∂I

∂β1
, · · · , ∂I

∂βn

)
.

The change in volume is large at the elbow as well as
at the knee. As an arm or leg bends, the chord length of
C(t) increases substantially around the joint area. Ini-
tially, we reduce the size of the key ellipse assigned to
the elbow or the knee joint. After two or three itera-
tions, we consider other adjacent key ellipses as well and
repeat the same procedure. Finally we consider the vol-
ume change IC which is the net increase due to bone-
protrusion, muscle-bulge, and skin-folding. The target
volume of the sweep surface for the next frame is set to
Î0 = I0 − IC , where I0 is the initial volume of the sweep
surface. Figure 11 shows the result of volume preserva-
tion as an arm bends. We assume that the extra volume
due to the displacement map is constant and does not
effect the volume change.

5 Experimental Results

We have implemented our sweep-based human modeling
and deformation algorithm in C++ on a P4-2GHz com-
puter with a 1GB main memory and NVIDIA GeForce
FX5900 GPU. Both the female model, ‘Victoria’, and
the male model, ‘Michael’, were purchased from a com-
mercial provider (http://www.daz3d.com). Each model
has 72,712 vertices and 143,444 triangles. Motion cap-
ture data were re-targeted to these models using Film-
Box [11].

Figure 12 shows snapshots from animation clips we
have generated to demonstrate the effectiveness of our

Fig. 11 Volume preservation as an arm bends.

approach (http://3map.snu.ac.kr/hd.avi). Each anima-
tion was generated by our system at about 7 frames per
second, including all rendering processes. However, this
frame rate does not include the time spent on supporting
special features such as anatomy or volume preservation.

In emulating the special features of an arm, our sys-
tem generates 11–12 frames per second, not including
the rendering time. A sweep-based arm deformation, in-
cluding muscle-bulge, is applied to approximately 20,000
triangles in the arm. This takes about 30–35% of the to-
tal processing time for a bending arm. After that, GPU-
based collision detection is applied to a smaller set of
4400 triangles, which takes about 60–65% of the process-
ing time. Elbow-protrusion and skin-folding effects are
computed using these triangles in a software implemen-
tation. This process also includes the construction of the
bisecting plane and computing the penetration depth of
skin vertices. The performance for a leg model is slightly
better since the muscle-bulge effect is not considered in
this case.

6 Conclusions

We have shown that sweep surfaces provide an excel-
lent control mechanism for deforming polygonal meshes
which represent human models. Once a model has been
approximated with simple sweep surfaces, it is relatively
easy to control the body shape using a small number of
sweep parameters. Anatomical features are supported at
an interactive speed using a GPU-based collision detec-
tion procedure. It is still difficult to apply all these fea-
tures to a whole human model at an interactive speed. In
future work, we plan to improve the efficiency of collision-
handling algorithms that support anatomical features.
We will also investigate the feasibility of applying this
approach to controlling the shape of other freeform geo-
metric objects such as virtual non-human characters.
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(a)

(b)

Fig. 12 Snapshots from animation clips: (a) ‘Victoria’ in a ballet motion and (b) ‘Michael’ doing a ‘techno’ dance motion.
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